Introduction to Active Storage

Active Storage systems are innovative mid-range and high-end offerings that are ready to meet your current
and future storage requirements. They are designed to provide medium and large-scale enterprises with
improved storage performance, efficiency, data security, scalability, and manageability.

MRAID16 NAS Quick Configuration Guide for Linux

Before You Start
H Overview

This document helps you quickly configure the mRAID16.
n Where to get help

You can obtain this document from http://active-storage.com/documents/. You can also submit a request
on our website for support and download valuable information.

n Feedback

Your feedback is important to us. If you have any comments about this document, please submit them
to us on the Active Storage website.
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1 Introduction

m Basic Application Scenario

©

File System

MRAID16
Storage System

o Users can manage and maintain the storage

system from a maintenance terminal running
the ActiveManager program developed by
Active Storage. The maintenance terminal
connects to the management network port
of the storage system.

File system of storage system provides
file-level data storage services featuring
high performance and enhancedsecurity.

Maintenance terminal
running ActiveManager

R Linux Client

\

NFS Protocol
8 —e B Al o

UNIX Client

Q NFS is a file system sharing protocol

developed by SUN and intended for
operating systems such as Linux and UNIX.
Through NFS, files can be transferred and
shared between clients that are running
Linux (including SUSE and Red Hat) or
UNIX (including Solaris, AlX, and HP-UX).

By using NFS, an MRAID16 storage system
functions as a server and allows clients to
access a shared file system. The clients
mount the directory where the shared file
system resides to their local directories, and
then users can access the files on the remote
server like they are accessing local files.
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0 The storage system automatically identifies all

disks.
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Disk domains are comprised of different types
of disks. Services of different disk domains are
isolated from each other.

Storage pools are created in disk domains and
comprised of RAID groups formed by disks of
different performance. Storage pools provide
logical storage space.

0 A file system can be created in a storage poolto
provide storage space for an NFSshare.
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@ After creating an NFS share, you can set
different access permissions for clients.

A Linux- or UNIX-based client can access
an NFS share provided by a storage system.
A shared file system appears as a directory.
The NFS share is mounted to the mnt
directory.
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2 Data Preparation and

2 DataPreparation

The NFS is a value-added feature that requires a license. For details, please contact Active Storage.
Before operations, follow instructions in the following table to prepare data and enter actual values in the Value

column.

~_ CAUTION

192.168.128.101}¢

This document uses example values to describe the configuration.

Replace example values with actual values duringactual configuration.

Example

Value

The figure in the right shows the mappings of example values and actual values in the following table.

Preparation Item

Source

Example

Value

Maintenance terminal: Logging in to the ActiveManager

Network Default value:
Management network port IP addresses administrator 192.168.128.101 A1
User name and password for logging in to the
ActiveManager
L] NOTE
You are advised to change the default D:fa_ult user name:
password immediately after you have logged q S_ys_,t(tamt ?) Tmlt q A2
in to the storage system for the first time and administrator Ag ault password.
periodically change your password in the min@storage
future. This reduces the password leakage
risks.
Maintenance terminal: Creating a disk domain
Disk domain name User-defined | DiskDomain000 B1
. . Service . .
Disk encryption type provider Non-Encrypting Disk | B2
Number of disks forming disk domains B3 Multi-choice
High-performance tier uses SSDs. Performance tier Ermgh-performance
Performance tier uses SAS disks. (SAS): 8 SSDs:
Capacity tier uses NL-SAS disks. Hot Spare Policy: ’ .
Service High Hot Spare Policy:
. T o Performance tier
provider Capacity tier SAS disks:
(NL-SAS) : 16 :

Hot Spare Policy:
High

Hot Spare Policy:
o Capacity tier
NL-SAS disks:
Hot Spare Policy:

Maintenance terminal: Creating a storage pool

Storage pool name

User-defined

StoragePool000

C1




Preparation Item Source Example Value
Usage Service provider File Storage Services C2
Storage pool owning to Disk domain Service provider DiskDomain000 C3
Performance tier C4|_'Y,|”t|1ti'°h°ice
RAID Policy: ;rfc;?m-ance tier
RAID A DR RAID Policy:
Capacity: 1 TB Capacity:

) i . . Capacity tier = Performance
Storage tier and capacity Service provider RAID Policy: tier
RAID 6(4D+2P) RAID Policy:
Capacity: 1 TB Capacity:
Total Storage Pool ‘:'Rgf‘g?jc'tl}’ tier
o olicy:
Capacity: 2 TB "
Maintenance Terminal: Creating a File System
File system name User-defined FileSystem000 D1
Thin Provisioning
After thin p_rovisioning is enabled, the storage system Service provider Srele D2
will dynamically allocate storage resources on
demand.
Capacity Service provider 200 GB D3
Snapshot Space Ratio Service provider 20 D4
Template Service provider User Defined D5
File System Block Size Service provider 64 KB D6
Quantity Service provider 1 D7
Owning storage pool Service provider StoragePool000 D8
Maintenance Terminal: Creating an NFS Share
File system Service provider FileSystem000 E1
Maintenance Terminal: Setting NFS Parameters
NFS service
Enable the NFS service.
mRAID16 storage systems support both NFSv3 and Service provider NFSv3: enable F1
v4. NFSv4: enable
Character Encoding Service provider UTF-8 F2
Maintenance Terminal: Adding a Storage System to an LDAP Domain
Primary IP address Network 10.146.80.88 o1
IP address of the LDAP domain server administrator ’ e
Port number
Port of the LDAP protocol. By default, the port Service provider 636 G2

number is 389. If the Secure Sockets Layer (SSL) is
enabled, the port number is 636 by default.




Preparation Item Source Example Value

Protocol

Encryption protocol type, including Lightweight
Directory Access Protocol (LDAP) or Lightweight
Directory Access Protocol SSL (LDAPS).

Service provider LDAPS G3
Security risks arise if the protocol is set to
LDAP. You are advised to select the
LDAPS protocol.
Base distinguished name (DN)
Service provider dc=company,dc=com G4

Top directory of the LDAP directory tree.

Maintenance Terminal: Adding a Storage System to a NIS Domain

Domain name Service provider nd.domain H1

Primary IP address Service provider 10.188.15.44 H2

Maintenance Terminal: Adding a Client That Can Be Accessed by an NFS Share

Name or IP address Service provider 192.168.100.100 1

Permission Service provider Read-write 12

Maintenance Terminal: Creating a Logic Port

Name Service provider logicalip J1
IP Address Type Service provider IPv4 Address J2
IPv4 Address Service provider 192.168.100.101 J3
Subnet Mask Service provider 255.255.255.0 J4
Primary Port Service provider CTEO.L1.IOM1.P3 J5
IP Address Floating Service provider Enable J6
Failback Mode Service provider Automatic J7
Active Now Service provider Enable J8

R Operationinstructions

Before operations, learn about the meaning of icons involved in the Example

configuration, as shown in the following table.

|
.l Username:

=

Icon Meaning

Password:

Double-click e% LogIn Advanced »

ah

O

?9 Click ‘
% Step1:

Right-click Substep1: Enter the user name and
password.
Substep2: Click Log In.

Step L] NoTE

Input or Set

The screenshots in this manual may differ
0 e Substep from the actual pages. The actual
environment prevalils.




3 Allocating Storage Space

EE Logging in to the ActiveManager K} Creating a diskdomain

2 < @
A P ©
v e 3
3 - B e Provisioning
= e i %
- — e ab
X  O|https://192.168.128.101:3088] — ,
I = ™,
A1 A m=
1. Enter https://IXXX. XXX.XXX.XXX:8088, where T
XXX XXX XXX. XXX indicates the IP address of the ~
management network port. 792.168.128.101 is *ame:— foisio B1| [==:
used as an example. Descripfion
2. Click Enter.
Select Disk e
', The site's security certificate is s s o [ gy B2
3 Please select common disks that comprise the disk domain. What is hot spare policy?
“% not trusted!
eﬂSpecm disk type %
You attempted to reach192.168.128.101. but the server presented a High-Performance tier: SSD Block Available Disk:4 Block Hot Spare Policy ~
cerificate issued by an emity #hak 3 ok tmstad by your | Performance tier: SAS 8 + Block Available Disk:17 Block Hot Spare Policy: H\g!‘:! j:
computer's operating system. This may mean that the server has e
. . . . | Capacity tier: NL-SAS 10 % Block Available Disk:10 Block Hot Spare Policy: | High =
generated its own security credentials, which Google Chrome
cannot rely on for identity information, or an attacker may be trying Manually select
to intercept your communications. You should not proceed,
especially if you have never seen this warmning before for this site. _
[
OK Cancel Help
@f‘ceed anyway ]l Back to safety 6 »/

m NOTUE For the actual disk numbers, see B3 in your data
preparation table. The figure above takes

The security certificate prompt message varies with performance tier and capacity tier creations as an

operating systems and browser versions of maintenance example.

terminals. Ignore the message and continue accessing
storage devices.

Success

4 [&] mRAID16 ActiveManager

Succeeded in creating the disk domain, please wait for the
initialization is completed and then create the storage pool.

20min an
— A2 2

o

°| l_:;;:r.;' Avancad
| EX! Creating a storage pool

r' = Create Share
O} e

5 Create Disk Domain Create Storage Pool

i |
- 9
T — . * Create Mapping View

Create Host Create Host Group




Create Storage Pool

* Name:

I StoragePool000

Description:

Disk Domain:

* Storage Medium

Block Storage Service QH%[&;&W
@ Usage is unchangeable after it i4nfigured. 1he storage pool can be used

to create file i-'stems only.
DiskDomain0 B

Please selecta dl_sm,‘pe and a RAID policy for the storage poo

C3

| Performance Tier (SAS)

RAID Policy: RAID § v  4D+1P v
e| Ava 431678 ~
* Capacity 1 B - I
| Capacity Tier (NL-SAS)
RAID Policy: RAID 6 v | 4D+2P v

* Capacity

Available Capacit

2 B v

Total Storage Pool Capacity

The number of RAID d.
After the storage pool i
only be RAID 1(2D/4D

5(2D+1P/4D+1P/8D+1

3.000TB

Advanced

a disks of different storage pool tiers must be a multiple of 1,2, 4, or 8
created, the RAID policy of a new storage tier of the storage pool can
RAID10, RAID 3(2D+1P/4D+1P/8D+1P), RAID

), RAID 50((2D+1P)x2/(4D+1P)x2/(8D+1P)x2), RAID

6(2D+2P/4D+2P/8D+2[p/16D+2P)

@ L P

To create storage tiers, see the actual value from C4
in your data preparation table. The figure above takes
performance tier and capacity tier creations as an
example.

L[] NoTE

Keep the default values for RAID Policy.

Execution Result

Operation State Cause And Suggestion M

Create storage pool ... @ Succeeded

11 v Entries 1, Selected 0

EEl Creating a filesystem

o g

|Create Disk Dornain

Create Storage Pool

reate 7 Systam % Croate Share
Create LUN Create LUN Group
Croate Mapping View
Cruate Host Create Host Group

Create File System

* Name

Description

Thin Provisioning

a | Filesystemons ——

~
D] =3

D2

If thin provisioning is enabled, the storage system dynamically
allocates storage capacity to file systems based on the actual
capacity used by hosts instead of allocating a preset capacity
achieving on-demand allocation

Capacity

* Snapshot Space Ratio :E.so

200 D3 GB v

Use all of the free capacity of the O\f-‘nln ool

20 D4 : ©ots0)

Template

* File System Block Size

User Defined

- @
D5 !

——D6 -~ @

64 KB

* Quantity

(o >

1 D7

Owning Storage Pool:

A maximum of 100 file systems can be created atone time
When creating multiple file systems, the storage system
automatically adds a suffix number to each file system name t

distinguish between file systems
08 @ Ppen

StoragePool000
Free Capacity2.000 TB

Timing Snapshot Policy Advanced

%Cancel

Help

Execution Result

Operation

Create File System ...

1" v

State Cause And Suggestion v

@ Succeeded

Entries 1, Selected 0




Ell Setting NFS parameters

& | -

A
"o - Settings

Storage Settings

Manage hlock storage
setvice and value-added service.

QEnable NFSVZ-I% — E1
3

Domain authentication
NDMP Settings

alue-added Service Settings

el Save ?}:ancel

.+ The system supports NFSv3 and NFSv4. Before configuring the NFS

NFSv3 supports asynchronous data writes, reducing system write latenc

CIFS Senvice (AL
FTP Senice eﬂ Enable NFSed %_
Domain MName:  localdomain
HTTP Senvice
NFSvd uses a user name + domain name mapping mechanism, securing|
DNS Service

Success

Operation succeeded.

Creating an NF

Create NFS Share Wizard:Step 4-1
Set NFS
Selectan NFS share path

Click the browse button to select the file system that you want to share. If you want to
share a quota tree, select a file system and its quota tree. A quota tree is a first-level

subdirectory of a file system.

* File System: FileSystem000

Quota Tree
Share Path IFileSystem000/
Share Name

Description

Character Encoding: UTF-8 vy @

P Help | »
Create NFS Share Wizard: Step 4-2
Set Permissions
Assign the client the permission for the NFS share
Client Information
MName Type Permission Level M
No data

Entries 0, Selected 0

Add Remove Modify

Previous Cancel Help  »

@ B Create File System

Create Disk Domain reate Strage Pool §

b .

Croats LUN Croass LUN Group

Croats Hos Croate Host Group

(2] .mn.‘%

FTP Shae

Y wa
i Croate Mapping View




Create NFS Share Wizard:Step 4-3

Summary
Confirm your settings of the NFS share to be created

Share Path: JFileSystem000/
Share Name IFileSystem000/
Description

Character Encoding
Client Information
(*), all clients can access the share.

Previous Cancel Help

2 The following clients can access the share. If you enter an asterisk

(Optional) Adding a Storage

System to a Domain

Adding a storage system to an
LDAP domain

Create NFS Share Wizard: Step 4-4

E Execution Result

Succeeded in creating the NFS share.

@ Create NFS share fFileSystem000/

Close Help  »
B

Q==&

B oo L5 Rouaens o
sn
@ 2
iy
' 5 &
-\Settings| -
ow e
Storage Settings &
Manage hlock storage service, file storage o %
service and value-added service.
(<)
s
® Active Sworage © Settings torage Setting
Block Storage Service
_ % LDAP Domain Settings
Lightweight Directory Access Protocol (LDAP) is based on the X 500 mode! It suppons TCPAP The
1 NIOMAtON ADOU! e CDLAINEY reSOUFCES AN ACCOBS DAMISSION OF SACH UST OF LIS Qroup. and |
NES Service SONVICOS SUCNH 33 1O res0UTEe ArIbUte-based query functon .a )
CFS Service * Primary Server Address 10,146 60 88 I.G1
FTP Service QALY Server Address 1

(3 T

ONS Service . 036 — 52

If the NFS is applied to LDAP environment

5a Adding a Storage System to an LDAP Domain
If the NFS is applied to NIS environment

mmmm) 5b Adding a Storage System to a NIS Domain

bl LDAPS & A | S
NOMP Setings © Botore selecting the LOAPS protocol, modt the CA
* Base DN OC*COMPAny 0 scom
Vahoe-added Servce Settings G4
Bnd ON
assword
fr assword
cory
0
“d 3 S (0-2147483647
V8¢ S (12147483647
Idle Timeout Duration (seconds 30 S (0-2147483847)
ol Save 2 %N\(QV Restore to nita
Success X

0 Operation succeeded.




5b Adding a storage
domain

system to a NIS

7 P B oo e

2= =
o e Settings| | vt

Storage Settings

&
Manage block storage service, file storage o %.
@

senvice and value-added service.

® Active Storage > Settings > Storage Settngs

H 1 Storage Service @ Before selecting the LDAPS protocol, import)

6 Adding a Client That Can Be
Accessed by an NFS Share

| s Share

< After file systems are created, you can use the
NFS, CIFS and FTP file sharing services to
B P enable clients to access storage resources.

. OB

<)

| Provisioning

§ =
fo fo im §® }9.; in

o [V fFileSyster000! é

» Base DN
Bnd DN
NFS Service Bnd Password
CIFS Service =
FTP Service User Derectory
HTTP Service rectory
DNS Senvce Search Timeout Duration (seconds) 3 3 (0-2147483647)
NOMP Settings ki Timecut Duration (seconds| 0 3 (0-2147483647)
Vabaedde: Sarvice Sene e ance Restore o Inftial
NiS Domain Settings
Netaork Information Service (NIS) is a directory service technology that enables users to ce
netwon information for all hosts in a LAN. Specifically, when a user's usermame and passwy
computers running he NIS chent software Also, you can centrally manage the complete nel
NIS server How & fig N main
~ Enavie
NIS domain authentcation does not support the tansfer of encrypted data, Therefore. NI
* Domain Name nd.domain —— H1
» Pomary Server accress. | 101881545 H2
Stncby Server Address 1 Test
Standby Server Address 2
e I Save %mtl Restore o Inital
Success X

Q Operation succeeded.

® Active Storage > Provisioning > Share
NFS (LINux/UNEMAC) CIFS (Windows/MAC) FTP

@ Current NFS share service is Enabled You can click Parameter Setings to modify the settings,

Create Delete Properties Refresh

| Share Path

m v Entries 1, Selected 1

Client Information

operties Remaova

Name Type

Add Client X

Type: Host o B %

* Name °f'PAddfglwzﬂes,wo.mo 1

You can enter the host name and IP address of a client or the
IP address segment of clients, or use the asterisk (*) to
represent IP addresses of all clients. IP address supports
IPv4, IPvE or the mixed IP address. You can enter multiple
names or IP addresses of clients, separated by semicolon.
Forexample, 192.168.0.10;192.168.1.0/24;*.

2@[]&

I ~

Permission: Read-only

© Advanced

Cancel Help




Execution Result
Operation State Cause And Suggestion ¥
Add client192.168.1... O Succeeded
1M v Entries 1, Selected 0

7 Creating a Logic

- |8} )
al & o ; 8 Port
e — [} [ ] View and manage host ports, port groups,

gaden v O |®@®] vLANS, logical ports, and floating groups.
i Bl R )

B g

- B
= a“x

n
o

Refresn

Create Logical Port

~
* Name: a logicalip J1
* |P Address Type: ¢ |Pv4 Address IPv6 Addrass_Jz

* |Pvd Address: 192.168.100.101 — J3

* Subnet Mask: 255.255.255.0 J4

IPv4 Gateway:

* Primary Port: e Browsel %
|
group takes over services.

=

IP Address Failover: [ Enable

Failback Mode: Automatic v
Activate Now: v| Enable
Rale: Service v
q
O} Cancel

the primary port fails, the port in failover

Help

Select Primary Port

Port Type: Ethernetport «

Location » | Keywaord Search

Locat... Healt... Runn... MAC ... Worki... Max. ...
CTED....  Normal Linkd... e0:87.. - 1

@[ crEn Noma LAy eoor.. = 1]
CTED....  Normal Linkd... e0:87.. - 1
CTEOD.... Narmal Link up el:97:... 1 1

Fnities 4 Seleeted 1

oK A cancel Hel
2 :

1M v

Create Logical Port

* Name: logicalip

» |P Address Type: ¢ |Pv4 Address IPv6 Address
* |Pv4 Address: 192.168.100.101

* Subnet Mask: 255.255.255.0

IPv4 Gateway:
* Primary Port: CTEO.L1.IOMO.P3  Browse

Ifthe primary port fails, the port in failover
group takes over services.

1

IP Address Failn\.Enable% J6

o] &6 —.
Activate Now: eEnabl% —J

Role: Serice v

Failback Mode: Automatic

e Cancel Help

Success

0 Operation succeeded.




8 Accessing an NFS Sha

¥ SUSE & Red Hat

Operation Instruction

SUSE & Red Hat

Log in to the application
server.

Enter user name root and the password.

View the NFS share.

Run showmount -e 792.768.700.101.

Mount the file system
shared by NFS.

Run mount -t nfs -o
vers=3,proto=tcp,rsize=1048576,wsize=1048576,hard,intr,timeo=10
192.168.100.101./FileSystem000 /mnt

Check whether the file
system mounted
successfully.

Run mount.

If the following information is displayed, the file system is mounted successfully:
192.168.100.101:/FileSystem000 on /mnt type nfs
(rw,addr=192.168.100.101)

N A

Operation Instruction

AIX

Log in to the application
server.

Enter user name root and the password.

View the NFS share.

Run showmount -e 792.768.700.101.

Mount the file system
shared by NFS.

Run mount -o vers=3, 192.168.100.101:/FileSystem000 /mnt.

Check whether the file
system mounted
successfully.

Run mount.

If the following information is displayed, the file system is mounted successfully:
192.168.100.101:/FileSystem000 on /mnt type nfs
(rw,addr=192.168.100.101)




9 How to Contact Active Storage

®Active Storage customer service center
Address: 9233 Eton Ave. Chatsworth, CA 91311 USA
Tel: +1 (818) 709-1133

Email: info@activestorage.com

Website: http://activestorage.com

®Active Storage technical support personnel
Obtain contact information from Active Storage offices at http://support.active-storage.com/hc/en-us.




